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Abstract— Radio resource allocation for the Downlink (DL)
transmissions in a cellular system, based on Orthogonal Fre-
quency Division Multiple Access (OFDMA), has been subject of
many research studies over the past years. Nowadays, increasing
attention is turned upon cellular system with relays, but only
few algorithms have been designed for OFDMA based relay
system. In this work, resource allocation schemes are proposed
for the cases of one and multiple Relay Stations (RS) in the cell.
Due to the specific design of these algorithms, which operate
in a RS–aided BS centralized manner, the amount of required
Channel State Information (CSI) and algorithm complexity are
minimized, making them suited for practical use. The idea of
adaptive RS activation is introduced, where the frame structure is
adapted depending on the active RS. Different number of relays
are considered and the corresponding algorithms are adapted
accordingly. The simulation results show that our algorithms
achieve a very good throughput/outage trade–off.

Index Terms— Multi–Carrier System, Orthogonal Frequency
Division Multiple Access (OFDMA), Relay System, Radio Re-
source Allocation, Multi–User Diversity

I. INTRODUCTION

The demand for ubiquitous, high data rate wireless services
has been ever more increasing during these recent years. One
key challenge for the upcoming 4th Generation (4G) wireless
system is to enable a ubiquitous high data rate coverage.
For the physical layer, Orthogonal Frequency Division Multi-
plexing (OFDM) transmission technology is a very promising
candidate due to its high achievable spectral efficiency by
bit loading and inherent robustness against inter–symbol in-
terference caused by frequency–selective fading. In a cellular
system, the difficulty for providing high data rate coverage
lies in the fundamental fact that, for a fixed power and
bandwidth, increasing the data rate will necessarily decrease
the cell coverage. With the traditional cellular architecture,
providing high data rate coverage would require deployment
of a large number of Base Stations (BS) to cover the whole
area, which is very costly. That is the reason why recently,
there has been a great interest in the concept of relaying. By
installing fixed relays in strategic positions in a cell, higher
data rates can be provided in remote or shadowed areas of
the cell. Above all, fixed relays are low–cost devices which
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can be deployed easily [1]. Hence, the problem of resource
allocation and scheduling for relay–aided cellular systems has
been a flourishing topic for investigation and has motivated
a number of works such as [2] [3] [4]. However, these
works do not consider physical layer based on OFDM. In
parallel, a large research effort was directed towards the design
of resource allocation algorithms for Orthogonal Frequency
Division Multiple Access (OFDMA) system without relays.
There is a special interest in designing resource allocation
schemes in OFDMA system as it offers the possibility to
exploit multi–user diversity gain [5] by scheduling each user
on subcarriers where he experiences high channel gain, which
can maximize cell throughput, such as in [6]. Among many
others, [7] and [8] considered minimum user rate requirements;
in [9], [10], [11], the Proportional Fair Scheduler (PFS), imple-
mented in Qualcomms’ HDR system for single–carrier [12],
was extended to a multi–carrier system.

However, these existing algorithms for cellular OFDMA
system without relays are not directly applicable to the case
with relays: a specific allocation is needed for the Relay
Station (RS), since a RS is neither source nor sink for the
communication traffic, while the radio resource allocation for
the RS can be done either by the BS or by the RS itself. This is
a difficult problem with many degrees of freedom. To perform
the optimal allocation, the BS should gather all the Channel
State Information (CSI) of all the users for all links. However,
this translates into a huge amount of signalling and algorithm
complexity. Thus, practical algorithms for such a system are
needed. We have proposed such algorithms when there is one
relay in [13], and for multiple relays in [14]. However, the
algorithms in [13] are only designed to maximize the system
throughput, and [14] considers only a specific case of multiple
relays in the cell. In this paper, we extend these initial studies
in several ways: designing PFS–based algorithms for the single
relay case, consideration of the general case of multiple relays,
as well as a broader discussion that completely covers our
approach. Note that the main point of introducing relays is to
provide service to the users which are not efficiently served
by the BS, thereby decreasing the system outage. Otherwise,
had the goal been to maximize the system throughput, then
the users closest to the BS should be served directly by the
BS, for example using the Max CSI algorithm which allocates
the user with the best CSI. Thus, our main goal is to design
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practical allocation schemes for an OFDMA based system with
relays, that not only decrease the outage, but also provide a
good throughput performance, while keeping the complexity
low and minimizing the required amount of CSI. The paper
is outlined as follows. After presenting the system model
and path selection method used in this work, the problem of
resource allocation for the single RS case is considered and
algorithms for subchannel/time allocation are proposed. In the
second part, the algorithms are generalized to the multiple
RS case, where different numbers of relays are considered.
The CSI reduction obtained with our proposed algorithms is
shown. The algorithms are then evaluated and compared with
reference algorithms. Finally, the conclusions of this work are
drawn and future directions are suggested.

II. SYSTEM MODEL

We focus on the Downlink (DL) transmissions from a
BS to Mobile Stations (MS) or RS in a single cell, where
users feed back to the BS their CSI on every subchannel,
defined as a group of adjacent subcarriers. The relays always
decode the packets and remodulate them before forward-
ing them to the MSs. We use a Discrete Adaptive Mod-
ulation (DAM) model where the rates [1, 2, 4, 6, 8][b/s/Hz]
corresponding to the modulations [BPSK,QPSK,16-QAM,64-
QAM,256-QAM] are supported when the link Signal–to–
Noise–Ratio (SNR) is above their respective predefined SNR
thresholds [−5, 13.6, 20.6, 26.8, 32.9] [dB]. The SNR thresh-
olds from QPSK to 256-QAM are determined for a target
Bit Error Rate (BER) of 10−6 for uncoded M–QAM sym-
bols in flat fading channels with a known fixed gain, based
on [15] [16]. For SNRs below 13.6dB, BPSK is used, and there
is no transmission below −5dB. The modulation is adapted for
each user and each subchannel. Each RS is half–duplex, e. g.,
it can not transmit on one channel and receive on another at
the same time. We assume fixed relays which can be deployed
so that BS–RS is in a Line–of–Sight (LOS) condition, as
in [1] [17]. This ensures a high channel quality on average over
time/frequency. Thus, in the allocation, one crucial assumption
is that all the BS–RS subchannels for one relay are allocated
with the same rate, corresponding to the average SNR over
the subchannels. The algorithms are designed to work inde-
pendently in single–cell environment, since the goal of this
work is to design algorithms for allocating OFDMA resource
with relays in a cell, based on CSI reporting. Within the cell,
the interference between simultaneously transmitting relays is
considered. However, we will also evaluate the performance
in a multi–cell environment with a simple interference model.

A. Frame structure

In the single RS case, the system is modelled as an axis
between the BS and a RS, along which users are generated.
The RS is placed at a distance of 0.8×Rc from the BS, where
Rc is the cell radius. The frame structure for the single RS
case is shown in Fig. 1, where the total frame length is denoted
TF . We take the following assumptions,

• The transmissions between BS and RS are divided in
time by TBS and TRS respectively. The portion of the
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Fig. 2. Cellular System with Multiple Relays

frame with BS–originated transmissions is referred to
as BS–subframe, and the portion with RS–originated
transmissions, RS–subframe.

• Inside the BS–subframe, BS–MS (e. g., direct) trans-
missions, and BS–RS (e. g., feeder) transmissions are
allocated different subchannels.

• TBS , TRS can be adapted per frame, the basic assumption
being equal time division.

The algorithms are optimized for the two–hop scenario. With
this frame structure, the packets of a relayed user queued at
the BS require at least two frames to be received: in the first
frame packets are sent from BS to RS; in the second frame,
from RS to MS. That is, packets sent to the RS in a frame
can not be immediately forwarded due to hardware limitations,
since the RS needs to store and then process the newly
incoming packets. Such an operation is commonly adopted
in the emerging standards that use relay–based extension of
the cellular systems [18] [19]. But even in the case where the
RS can send the packets in the same frame, the basic idea of
our algorithms can be applied straightforwardly.

In the multiple RS case, the BS is surrounded by I equidis-
tant RS, as depicted in Fig. 2 for I = 6. In [14], two types of
frame division between the different relays were considered,
e. g., either in time or in frequency. It was shown that both
frame structures gave a similar performance. Thus, here the
study will be limited to the time division case, where each RS
is served sequentially in time. Since the interference between
the diametrally opposed relays in the cell, e. g., the pairs
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(RS1, RS4), (RS2, RS5) and (RS3, RS6) for I = 6 can be
assumed low, the structure in Fig. 3 will be considered, where
the frequencies are reused between 2 opposite RS.

B. Path Selection

The resource allocation essentially includes two degrees of
freedom: the path selection, where a user is attached either
to the direct or a relayed link, second, the subchannel/time
allocation. The optimal allocation requires joint optimization
of these two degrees of freedom by the BS. Since our goal is
to provide low complexity algorithms with a reduced amount
of CSI, we consider that the path selection is performed first,
based on the long–term average user SNR, followed by the
resource allocation. Since the data for relayed users takes at
least two frames to be delivered, whereas the data for direct
users takes only one frame, a user is linked to the RS only
if r̄RS−MS

k ≥ 2 × r̄BS−MS
k , and to the BS otherwise, where

r̄l
k denotes the achievable DAM rate averaged over time and

frequency for user k on link l. In the case of multiple relays,
the direct rate is compared with the rate of the best relay,
for that user. The long–term channel quality for each user
is periodically probed, and the path selection is renewed if
there is a change. Clearly, one may argue that the average
rate is not a good estimate as the user is usually allocated to
a channel which is better than the average. However, such a
more precise estimation is quite complex, while on the other
hand the adopted estimation method offers a good decision,
as illustrated through the comparison with the upper bound
algorithms (discussed in Section V).

III. CASE OF SINGLE RELAY

The target of this work is to design low complexity algo-
rithms with good throughput and outage performance, while
minimizing the required CSI. To achieve these goals, different
approaches have been introduced. First, the allocations of RS–
subframe and BS-subframe are decoupled: the relay makes its
own tentative allocation of the RS–subframe and then, informs
the BS about it. After that the BS performs the allocation of the
BS–subframe and conducts optimization by considering the
whole frame. This is a RS–aided centralized mechanism that
enables a complexity decrease, since each subframe allocation
is performed separately, but also a significant CSI reduction,
as it will be shown in section VI. Moreover, the packets to
be sent on the BS–RS link are strategically chosen: it is the
relay which selects the users for which packets should be
forwarded from the BS and sends this request to the BS. The
selected users are the ones which have the best scheduling
metric (proportional to the channel quality) but do not have
any packet in the relay queue. Since low mobility users are
considered, it can be reasonably assumed that a high channel
quality for a certain user is likely to be kept for the next frame.
Thus, with such a ”just–in–time” request for user packets, it
is highly probable that these packets will be delivered to the
destination in the following frame. The idea behind this is
that, if the BS forwarded all the packets for the relayed users
as they arrive in the BS queue, there would be less resource
available for the direct users, as the BS–subframe is shared

between the direct users and the BS–RS link. This situation
becomes critical in the heavily loaded case. In other words, to
avoid penalizing the direct users, we optimize the number of
subchannels allocated to the BS–RS link, by scheduling only
the packets which will be surely delivered over the following
frames. The effectiveness of this scheme will be shown later
in section III-C.

Details of the proposed two algorithms are presented below.
In the first one, the subchannel allocation is made with the
equal time division, TBS = TRS = TF /2. The optimization
of the time division is performed by an iterative approach in
the second algorithm.

A. Fixed Time Division (FTD) Algorithm

1. Allocation of RS–subframe by RS: In each subchannel
n, relayed users are sorted in the order of best φk,n, where

φk,n =
rk,n

β̄k(t−1)
R

, (1)

where R is the minimum data rate requirement. β̄k(t−1) is the
past average rate allocated to user k up to frame t−1 over an
averaging time window of p frames and is updated after every
frame allocation (as in Proportional Fair Scheduling (PFS)),

β̄k(t) =
p − 1

p
× β̄k(t − 1) +

1
p
×

N∑
n=1

ck,nrk,n(t), (2)

ck,n is equal to one if subchannel n was allocated to user
k and zero otherwise, so

∑N
n=1 ck,nrk,n(t) is the sum of

allocated rates to user k in the current frame t. The φ–metric
is very similar to the PFS metric, but the average allocated
rates are weighted by each user’s rate requirement. While in
PFS, it is understood that the required rate is equal to the
average allocated rate, φ introduces an additional degree of
freedom by differentiating the required rate from the average
allocated rate. That is, users whose allocated average rates are
higher than their required rate are penalized, while users whose
allocated rates are low compared to their required rate are
prioritized, thereby decreasing the outage probability. At the
same time, as in PFS, users experiencing higher instantaneous
CSI are prioritized, which increases the achieved throughput.
The algorithms using φ will be referred to as throughput–
guaranteed algorithms, since they strive to allocate to each
user a rate that best matches R. The user with highest φk,n

and with packets queued at RS is allocated n.
The users having a higher φk,n than the allocated one but

without packets queued at RS are represented by the set UReq.
For these users, the RS requests the BS to send their packets
in the BS–subframe.

2. RS sends request message to BS: This message contains

• the IDs of the users in UReq for which packets are
requested,

• the order of these users in terms of φ–metric, e. g., the
maximum φk,n over all n for user k in UReq (needed to
determine the priority of the packets sent on the BS–RS
link, see Step 3)
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• the value of φ̄max, defined as the maximum value of the
φ–metric for the relayed users in UReq, averaged over the
subchannels (see Step 3).

3. Allocation of BS–subframe made by BS, based on
RS request: BS allocates (tentatively) each subchannel to the
best direct user. The final allocation involves the allocation of
BS–RS subchannels, and is conducted as follows. If UReq is
non empty, the scheduler calculates the number of subchannels
nBR required to send all the packets queued at the BS of the
users in UReq. As mentioned in section II, all the BS–RS
subchannels are allocated with the same rate, corresponding
to their average SNR level. Thus, any nBR subchannels among
all N subchannels can be chosen for the BS–RS transmission.
To ensure a fair distribution of subchannels between the direct
users and the BS–RS links, a criteria based on φ–metrics is
introduced as follows: for each user in UReq , the average
φ–metric over the RS–MS subchannels is determined, and
the maximum average φ–metric is denoted φ̄max. In each
subchannel, the φ–metric of the initially allocated direct user
is compared with φ̄max, and the subchannel is allocated to the
link with the highest value. This gives y subchannels allocated
to the BS–RS link. But not all y subchannels may be required,
so we compare y with nBR,

1) If y < nBR, the y subchannels are not enough for all the
packets, e. g., some remain at the BS queue. To decide
which packets to send on the BS–RS link, the RS–MS
users for which packets were required are ordered by
φ (only this order needs to be fed back to BS, not the
φ values nor the CSI since these are not needed at the
BS). Packets are allocated from the best RS–MS users,
until all y subchannels are filled.

2) If y > nBR, all y subchannels are not needed for the
BS–RS link since there are less queued packets. Only the
nBR worst subchannels for direct users are allocated to
the BS–RS link, and the remaining y−nBR subchannels
to the best direct users.

For the FTD algorithm where TBS = TRS = TF /2,
the cell throughput τTF /2 is determined as a function of
the allocated user rates and allocated packets. We define the
channel utilization metric ul

k,n as

ul
k,n =

min(rl
k,n × T l

k,n, qk,n)

rl
k,n × T l

k,n

, (3)

where l is either ”BM” for direct link or ”RM” for relayed
link. T l

k,n is the number of time slots allocated to user k on
subchannel n. With the equal time division, we have here
T l

k,n = TF /Tslot/2 for all k, all n, where Tslot denotes the
duration of the minimum time allocation unit. rl

k,n×T l
k,n is the

capacity of user k on subchannel n (in number of packets, with
an adequate packet size), and qk,n is the number of allocated
packets for user k on subchannel n. Simply, if there are enough
packets to fill the whole subchannel, then uk,n = 1, otherwise
all the queued packets are allocated and uk,n < 1 since there
are less packets than the available capacity. Note that uk,n is
time dependent since the number of allocated packets depends
on the time allocated. Thus, the throughput achieved in the

BS–subframe by the direct users k ∈ D is written as

τBM (TBS = TF /2) =
∑
k∈D

τk
BM (TBS = TF /2)

=
1

TBS

∑
k∈D

cBM
k,n × uBM

k,n × rBM
k,n (4)

where cBM
k,n is equal to 1 if user k is allocated on subchannel

n in the BS–subframe and 0 otherwise. By applying the
same formula for the throughput achieved in the RS–subframe
τRM (TRS = TF /2), the overall throughput is written as

τTF /2 =
τBM (TBS = TF /2) × TF /2

TF

+
τRM (TRS = TF /2) × TF /2

TF
. (5)

The throughput achieved by the feeder link (BS–RS) is not
accounted for, since the data is not delivered to the users.

B. Adaptive Time Division (ATD) Algorithm

Starting from the allocation by the FTD algorithm for
TBS = TRS = TF /2, the time division can be adapted in
order to increase the overall throughput. Basically, the goal
of this algorithm is to balance the allocated time between
BS and RS–subframes, according to the amount of packets
in the BS and RS queues. By matching the time division with
the proportion of the packets in each queue, the throughput
should be increased. We perform an iterative optimization to
find the best time division between the BS and RS subframes,
within the fixed total frame length TF . For this optimization,
the users and the number of initially allocated packets are
known for each subchannel, as the outcome of the FTD
algorithm. But when the time division is changed, the number
of packets allocated to each user changes: for example, if the
BS–subframe is increased by one slot and the RS–subframe
reduced by one, the direct users are allocated an amount
of packets corresponding to the additional capacity in their
allocated subchannel (if there are any queued packets), and
for the relayed users, the corresponding packets are removed.
This optimization problem can be formulated as follows:

τOpt = maxx τx

where τx = τBM (TBS)×TBS+τRM (TRS)×TRS

TF

subject to TBS = TF /2 + x × Tslot, TRS = TF /2 − x × Tslot

x ∈ [−TF /2
Tslot

, ...,+TF /2
Tslot

]
(6)

where the variable x ∈ Z. Since this a difficult problem due to
the discrete packet updates at each time adaptation, we propose
the following Adaptive Time Division (ATD) algorithm which
performs an iterative optimization. The idea is to start from the
initial condition with TBS = TRS = TF /2 and then consider
the two possible cases:

1) increase TBS by one slot and decrease TRS by one slot,
e. g., TBS = TF /2 + Tslot and TRS = TF /2 − Tslot.
The new throughput, after the updated packet allocation,
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becomes:

τa =
τBM (TF /2 + Tslot) × (TF /2 + Tslot)

TF

+
τRM (TF /2 − Tslot) × (TF /2 − Tslot)

TF
. (7)

2) decrease TBS by one slot and increase TRS by one slot,
and the throughput becomes:

τb =
τBM (TF /2 − Tslot) × (TF /2 − Tslot)

TF

+
τRM (TF /2 + Tslot) × (TF /2 + Tslot)

TF
. (8)

Then, we compare τTF /2, τa and τb and the maximum
determines the direction for the time adaptation: if τTF /2 is
the maximum, the algorithm stops since the adaptation in
either direction gives a lower throughput, so τOpt = τTF /2.
Otherwise, for example if the maximum is τa, we adapt
again by increasing the BS–subframe by one slot, TBS =
TF /2+2×Tslot and TRS = TF /2−2×Tslot, and determine
the throughput denoted τa+1. At iteration i, we have TBS =
TF /2+ i×Tslot and TRS = TF /2− i×Tslot, with throughput
τa+i. The iterative search stops when: τa+i+1 < τa+i. We
obtain the maximum throughput τOpt = τa+i.

The optimal solution requires a full search over all the
possible time division. This ATD algorithm is suboptimal since
it restricts the search to either one direction. However, it can
still be ensured that a good division is found when the search
is restrained to the direction giving an increased throughput,
while decreasing the algorithm complexity. This is due to the
fact that the fluctuations of the throughput in each subframe is
governed by the number of packets at the queues at the BS and
the relay. That is, if by adding one slot in one direction, the
throughput becomes lower, it is likely that it will continue to
decrease if more slots are added, as there are no more packets
in the queue that can fill up the additionally allocated capacity.
At the same time, the number of slots initially allocated to the
other subframe are removed, which implies that the packets
that were allocated initially are removed accordingly, which
leads to an overall decrease of throughput. Thus, this creates
a situation where one subframe is attributed too much capacity
which is not utilized due to a lack of queued packets, and the
other subframe has too little capacity and can not allocate a
sufficient number of packets. We can observe that the final
decision is made by the BS, so an overall optimization can be
achieved up to a certain degree. Moreover, it will be shown
in section VI that the amount of CSI feedback is reduced
compared to the optimal BS–centralized algorithm. However,
the BS needs to know the queue status at the RS for this
adaptation, which is possible (the BS can monitor the queue
status at the RS since it knows how many packets were sent
to the RS and how many were allocated from the RS to the
MS), but makes the ATD algorithm less practical than the FTD
algorithm. In the simulations, the ATD algorithm is used to
assess the FTD algorithm.

C. Discussion on the packet requests to the BS by the relay
In the FTD and ATD algorithms, the relay requests the BS

to forward packets for some chosen relayed users, e. g., with

the best φ–metric but without packets at the RS queue. This
is a more complex way as compared to the case where the BS
forwards all the packets for relayed users, e. g., in the order
of arrival. For comparison, we have designed the All Forward
(All–Fwd) algorithm which works like the FTD algorithm,
except that the RS no longer requests packets but the BS
forwards the packets for randomly chosen relayed users. That
is, not all the packets for relayed users are always forwarded;
in the BS–subframe, only the subchannels where the maximum
of the average φ–metric of all relayed users, φ̄max, is higher
than the best direct user’s φ–metric, φk,n, are allocated to the
BS–RS link, which determines the number of relayed users’
packets that can be accommodated. The simulations will show
the effectiveness of our requesting scheme compared to the
All Forward algorithm, in terms of throughput and system
outage probability (see section VII). This is the reason why
the algorithms for multiple relays presented in the following
section are also based on this requesting mechanism.

IV. CASE OF MULTIPLE RELAYS

We present algorithms designed for multiple relays in the
cell. Among the various algorithms in [14], we only retain
the best ones. It was shown that the algorithms operating with
a fixed frame were inefficient. Thus, we proposed the idea
of Adaptive RS–Activation, where only the relays which can
increase the performance measures are activated, by reallocat-
ing an under–utilized relay subframe to another entity than can
use it more efficiently. The algorithms using this mechanism,
Multiple–RS Parallel with Activation (MRPA) and Multiple–
RS Adaptive Activation (MRAA) algorithms, enabled a very
good performance enhancement. In this work, these algorithms
are further adapted to varying number of relays in the cell.

A. Multiple–RS Parallel with Activation (MRPA) Algorithm

If I is an even number, we can make I/2 relay pairs by
regrouping the diametrally opposed relays. Each group of 2
relays transmit at the same time by sharing the same RSj–
subframe, j ∈ [1..I/2], since the interference is minimized
between the opposite relays. After the path selection is per-
formed following the procedure in section II-B, there may be
relays which are activated or not activated, e. g., relays where
users are attached and others where no users are attached. If
there happens to be 2 opposite relays that are not activated
(for example, RS1 and RS4), their corresponding subframe
is removed and the overall RS–subframe is redivided in time
among the remaining groups. As shown in Fig. 3, for I = 6,
each subframe has an initial length of TF /6 but after removal
of a group, it will become TF /4. However, for I = 3 the
relays cannot be paired so frequency reuse is not considered.
Instead, each of the 3 equally divided RSj–subframe is only
used by one relay. If no users are attached to a relay after the
path selection, the corresponding subframe is removed and the
whole RS–subframe is divided among the remaining relays.
This step will be referred to as long–term RS activation step.

After this step, the subchannel allocation is based on the
FTD algorithm from section III-A. The difference from the
single RS case is that the algorithm is performed by each RS,
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for each RSj–subframe, and each RS makes its own list of
users, URSi

Req , i ∈ [1..I], for which packets are requested.
Then, the BS considers the request lists of all relays and
performs the steps in III-A: in each subframe, each subchannel
is allocated to the user with the best φk,n, defined in Eq.
(1). For the allocation of subchannels to the BS–RSi links,
the packets for the users in URSi

Req ,∀i are concatenated and
allocated together. Each relay decodes which packets it should
forward as they know the ID of their attached users. Thus, the
relays only need to know which subchannels are allocated to
the BS–RS links, so the signalling remains the same as in the
single RS case. However, with frequency reuse for I > 3,
some subchannels are used at the same time, so the opposite
relays transmitting in parallel interfere with each other.

B. Multiple–RS Adaptive Activation (MRAA) Algorithm

For this algorithm, we consider an initial frame where
TBS = TF /2 and the RS–subframe is equally divided in
time between all the relays, without assuming frequency reuse,
resulting in a RSj–subframe length of TF /2/I . The best
adaptation of the time division between the different entities
would be to perform an ATD–like algorithm as in the single
RS case, where the time given to each subframe would be
optimized. However, in the multiple RS case, this becomes
a multi–variable integer optimization problem, which requires
a very high complexity. Therefore, we propose the following
method, where the RS activation occurs in two steps: the long–
term RS activation and the per–frame RS activation.

The long–term RS activation works as described above,
based on the path selected by each user. The idea is to keep
only the RSj–subframe for the relays where users have been
attached. For example with I = 6, if nobody is attached
to RS1 and RS5, the remaining access points are the BS
and the other four RS. The RS–subframe duration is equally
divided among the four RS, resulting in the frame shown in
Fig. 4. This is a long–term RS activation as it is based on
the path selection which depends on the long–term average
channel qualities. Then, the same algorithm for subchannel
allocation as in the MRPA algorithm is performed, based on
φk,n. After this initial allocation, the users and packets on each
subchannel and subframe are known. Next, the throughput is
optimized by removing the worst RSj–subframes until the best
throughput is obtained. This per–frame RS activation phase
works as follows. The initial throughput τ0 is calculated for
all the R0 relays and the BS. The BS–subframe has an initial
length of TBS(0) = Tf/2 and each RSj–subframe has a
length of TRSi = Tf/2/R0. Then, the RS are sorted in the
order of decreasing throughput τRSi achieved in each RSj–
subframe. The packet allocation and the queues are updated
accordingly. The RS with the worst throughput is removed,
and the RSj–subframe is reallocated to the BS–subframe, so
that: R1 = R0 − 1 and TBS(1) = TBS(0) + TRSi . If the new
total throughput τi is higher than the previous one τi−1, we
continue by removing the next worst RS and redistributing the
frame, otherwise the previous frame configuration is kept. This
algorithm stops when τi−1 > τi or when only the BS subframe
is left. A concern might be that a RS is always removed if this
RS always achieves a low throughput, but since all RS are
statistically identical, they have an equal chance to be served.
As the simulation shows, this problem does not arise.

For a high number of relays, as for I = 12, each RSj–
subframe length TF /2/I becomes very small. If TF /I be-
comes smaller than the minimum time allocation unit of one
slot Tslot, Imax relays are randomly chosen to be allocated in
this frame, where Imax = TF /2/Tslot, and the other I−Imax

relays are discarded for this frame. In each frame, a new set
of Imax relays are randomly chosen for allocation. After this
additional step, the algorithm works as described above.

V. DESIGN OF OPTIMIZED ALGORITHMS FOR
PERFORMANCE ASSESSMENT

To assess the performance of the proposed algorithms,
optimized algorithms have been designed to provide some
upper/lower bounds. So far the path selection and the sub-
channel/time allocation have been separated in order to reduce
the algorithm complexity and to avoid the feedback of the
CSI of relayed users to the BS. However, to obtain the best
performance, the path selection and the resource allocation
should be jointly made at the BS.

A. Upper Bound for Throughput in the case of Single Relay
The following assumptions are taken to ensure an upper

bound to the throughput:
1) for a relayed user, all the packets coming from the BS

to the RS in a frame are received by the user during the
same frame,
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2) the time division between BS–subframe and RS–
subframe is optimized per subchannel.

In this case, the frame becomes as in Fig. 5, where TBS
k,n

is the time allocated for BS–RS transmission for user k on
subchannel n. For direct users, TBS

k,n = TF . This algorithm
gives an optimized performance since we consider unrealistic
assumptions: in reality, packets for relayed users need at least
2 frames to arrive to destination, and a different time division
per subchannel is not feasible since a RS cannot receive and
transmit at the same time on different subchannels. The real
throughput upper bound would be given by taking the full
buffer assumption (there are always packets to be sent for all
users), and performing the Max CSI algorithm. But that results
in an extremely disparate upper bound as the best user always
achieves the highest rate due to the user distribution on the
RS–BS axis. To obtain a tighter bound, this assumption was
dropped and the following optimized scheme was adopted:

1) We consider K users. Set DCSI contains the CSI of
all K users for the direct link and set RCSI contains
the CSI of all K users for the relayed link. For each
subchannel, we have to determine which user on which
link to allocate, in order to maximize the throughput.

2) For the users in RCSI , we determine the time division
between TRS

k,n and TBS
k,n . With the assumption that every-

thing sent from BS to RS arrives at the MS during the
same frame, TRS

k,n and TBS
k,n are proportional to the BS–

RS and RS–MS rates on the subchannel, namely r̄BR

and rRM
k,n , and can be determined as:

TRS
k,n =

r̄BR

r̄BR + rRM
k,n

× TF (9)

and TBS
k,n = TF − TRS

k,n .
3) The effective capacity ηl

k,n, is defined as a product of the
capacity (see section III-A) with the channel utilization
metric defined in (3), for each user and subchannel

ηl
k,n = ul

k,n × rl
k,n × T l

k,n. (10)

4) In each subchannel, we simultaneously order by de-
creasing effective capacities ηl

k,n the 2K users from sets
DCSI and RCSI , in order to choose the best path and
the highest efficiency simultaneously. The best user, who
has either link BS or RS, is allocated the subchannel.
Finally, the throughput is computed.

This scheme is referred to as RS–Max Optimized algorithm.

B. Upper Bound for Throughput in the case of Multiple Relays

In the case of multiple RS, compared to the previous case,
the same number of users is generated over a much larger area,
thereby decreasing the probability that one user will always
support the highest rate 8 [b/s/Hz]. Since the throughput
achieved by the Max CSI algorithm assuming full buffer is
much lower than in the single RS case, this algorithm gives
a suitable upper bound, referred as RS–Max Full Buffer. As
in section V-A, we also assumed that the data sent to a RS is
immediately forwarded to the user. The best user among all
the direct or relayed users is scheduled per subchannel.

BS-MS

Freq.

RS-MS

RS-MS

BS-RS

Time

BS-RS

BS-
Subframe

RS-
Subframe

BS-MS

BS
nkT ,

RS
nkT ,

Fig. 5. Frame structure used for the optimal algorithm

C. Lower Bound for System Outage

In the case of system outage, all algorithms are evaluated
with the full buffer assumption. That is, a user is considered
to be in outage when he has not been given any resource,
although he has queued packets. But if he is not scheduled
because he does not have any queued packets, it is not
considered to be an outage event. As in section V-A, we
assume that the data sent to a RS is immediately forwarded
to the relayed user, within each frame, and that the time is
optimally divided within each subchannel between the BS–RS
and RS–MS links. Since the outage is based on the number of
users who have not received a rate higher than a reference rate
R, we define our algorithm as follows: in each subchannel, all
users are ordered according to their priority metric on all the
access points, and the subchannel is allocated to the best user.
The priority metric is φ defined in Eq. (1), but here the average
user rate β̄k(t) is updated after every subchannel allocation,
in order to obtain a finer allocation, namely

β̄k(t, nc) =
p − 1

p
× β̄k(t − 1) +

1
p
×

nc∑
n=1

ck,nrk,n(t) (11)

with nc the currently served subchannel. In the single RS
case, the user on the link with the best φ is scheduled in
each subchannel. This algorithm is denoted Optimized Outage
algorithm.

VI. CSI REDUCTION WITH PROPOSED ALGORITHMS

Usually, a major concern for RS–aided allocation is the
increased amount of CSI. An optimal algorithm performed
at the BS requires:

1) the CSI for BS–MS link of all K users in the cell per
subchannel per frame

2) the CSI for RS–MS link of all K users in the cell per
subchannel per frame.

This results in a tremendous amount of overhead, especially
as the number of RS increases. In the single RS case, for FTD
algorithm, the required feedback is composed of:

1) the CSI of the KD direct users at the BS, per subchannel
per frame, where KD ≤ K

2) the CSI of the KR relayed users at the RS, per subchan-
nel per frame, where KR ≤ K



8

3) user IDs of users in the list UReq, sent from RS to BS.
Since KD + KR = K, the amount of information of 1) + 2)
for FTD algorithm is equivalent to that of 1) for the optimal
algorithm. It is also equal to the amount of CSI required for
the Max CSI algorithm without relay. Since the number of
users in UReq is usually small, 3) will be reasonably small.
Thus, the CSI information required by FTD algorithm is much
lower than the one required for the optimal algorithm and
slightly higher than for Max CSI. Thanks to the requests
by the relay, the feedback can be minimized. For the ATD
algorithm, in addition to the feedback of FTD algorithm, the
CSI of the allocated relayed users is required at the BS, as it
has to compute the throughput of the RS–subframe for time
adaptation. But it is still much lower than the information
needed for the optimal algorithm, since KR,alloc ≤ KR ≤ K
where KR,alloc is the number of users allocated in the RS–
subframe among the relayed users. In the multiple RS case, the
feedback for MRPA and MRAA algorithms is also equivalent
to the ATD algorithm, but from each RS. In either case, the
CSI required by the proposed algorithms is much reduced
compared to the optimal case, since each RS makes its own
allocation and forwards only the useful information to the BS.

VII. NUMERICAL RESULTS

A single cell with a BS and one/multiple RS is considered
at first, followed by multi–cell environment. Simulations are
made over 150000 sets of channel realizations, where user
locations are kept constant for a fixed number of channel
realizations, then regenerated. Such a large number of real-
izations is required for the calculation of the system outage,
for which a sample of the number of users in outage is taken
every 100 frames (see explanations below). The cell has a
1000 m radius and the relays are placed 800 m away from
the BS. The path loss model proposed in [20] is used for
the three links: BS–MS, BS–RS and RS–MS. Log–normal
shadowing with 0 dB mean and 8 dB standard deviation
is assumed for the BS–MS links, and with 6 dB standard
deviation for the RS–MS links, as the RS–MS distances are
in general smaller than the BS–MS distances, thus having a
higher probability to be in LOS [17]. Relays are assumed to
be deployed in such a way that the effect of shadowing on
the BS–RS links is negligible. The multipath fading channel
model in [21] is used. The BS power and RS power are fixed
to 20 Watts and 5 Watts [17], respectively. Given the subframe,
there is equal power distribution in each subcarrier. There
are 48 subcarriers and 12 subchannels, each composed of 4
contiguous subcarriers. The frame duration is fixed to 12 ms.
Packets arrive at the BS queue following a Poisson process.

A. User Generation in the cell

One of the major motivations for introducing relays is
to increase the coverage of a cell, e. g., to support more
users located in the outskirts of the cell. While the per–user
throughput for the users located in the cell edge may increase
when there are relays, it is not clear what the impact will be on
the overall throughput performance, as more radio resources
are used to support the additional relayed link. Therefore, it

is reasonable to think that the performance of the algorithms
will depend on the user distribution. Thus, two cases of user
distribution have been considered, the uniform distribution and
the edge distribution, where users are located towards the
cell edge. That is, the situation where users are concentrated
towards the cell edge is the most challenging for supporting
the communication, but also where the benefit of relays may
be most visible. Depending on the single or multiple relay
case, the user distribution is modeled as follows.

1. Case of single relay: in this case, we consider the
simplified system model depicted in Fig. 6. In the case with
single RS, there is not a justifiable 2–D scenario in which
the single RS will improve the coverage for the whole 2–
D cell. In order to demonstrate the coverage improvement
with a single relay, we have opted to generate users along
the line that connects the BS and the RS. On the other hand,
if users are generated over the whole cell area, then we should
consider multiple RS. Therefore, in the case of multiple RS,
we will generate the users over the 2–D cell area. In the first
distribution, users are uniformly generated from x = 0 to the
cell edge x = Rc, where x denotes the distance from the
BS. For the second distribution, a simplified model for edge
distribution is adopted. That is, users are uniformly generated
along the segment far from the BS, namely from x = 0.4×Rc

to x = Rc, while no users are generated in the segment close
to the BS, from x = 0 to x = 0.4 × Rc. This model is not
realistic since usually, the user density should continuously
vary over the axis. However, this model provides a simple
approximation when users are distributed towards cell edge,
and can still give an idea of the impact of the distribution on
the performance metrics.

2. Case of multiple relays: in this case, a non–uniform
user distribution model derived from [22], clustering to the
edge of the cell, is applied. The cell is divided into square
bins as shown in Fig. 7, which are each attributed a certain
probability to be selected, Pm, for m ∈ [1..16]. To generate
more users towards the edge compared to the center, the bin
probability increases as the distance from the bin center to the
BS increases. The bins sharing the same center to BS distance
are characterized by the same bin probability. In this case, 3
regions can be defined where each region corresponds to bins
of equal probability:

• the central area C regrouping bins 6, 7, 10 and 11,
• the closer edge area E1 regrouping bins 2, 3, 5, 8, 9, 12,

14 and 15,
• the further edge area E2 regrouping bins 1, 4, 13 and 16.

Users are allowed to be generated anywhere in the whole
square grouping the 16 bins, including outside the hexagonal
cell. The user generation is carried out similarly as described
in [22]. First, a bin is selected by sampling the CDF of the
bin probabilities with a uniformly distributed random number
between 0 and 1. Then, a user is generated randomly within
the selected bin area.

Once users are generated either uniformly or towards the
edge, each user is attached either to the BS or one of the
RS, with the path selection method described in section II-B.
After that, time/subchannel allocation is performed. The path
selection is renewed each time the average user SNR changes.
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Fig. 6. System Model for the case with Single Relay
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Fig. 7. Hexagonal cell divided into bins, for generating the user distribution
towards cell edge, case of multiple relays

B. Performance Metrics
The system performance is characterized by means of two

metrics: the goodput and the system outage. The goodput γ
in [b/s/Hz], where the overhead for CSI feedback is included,
is defined as

γ = τ × ndata

ndata + nOH
, (12)

where τ is the throughput, ndata the number of OFDM
symbols in the frame carrying data and nOH the number of
symbols carrying the CSI, assuming QPSK modulation.

The system outage is defined as the probability that the
allocated user rates rk are lower than a reference rate R,
where rk is averaged over p = 100 frames. The system outage
probability Pout is expressed as

Pout =
∑S

s=1 Ks

K × S
, (13)

where Ks denotes the number of users in outage for the sample
s and S is the total number of samples, Ks =Card{k, rk <
R}s, where Card denotes the number of elements in the set.
If P is the total number of frames, S = P/p since the number
of users in outage is taken every p frames.

C. Single RS Case
The FTD and ATD algorithms are compared with the

reference algorithms defined in section V: the RS–Max Op-
timized algorithm which gives the throughput upper bound,
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Fig. 8. Cell goodput in [b/s/Hz] for proposed and reference algorithms, with
uniform user distribution, case of single relay
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Fig. 9. Outage Probability for proposed and reference algorithms, with
uniform user distribution, case of single relay

and Optimized Outage for the system outage lower bound.
As our algorithms are PFS–based, we also compare them
with the PFS algorithm without relays, where simply the
user with the best φ metric is allocated in each subchannel.
The achieved goodput is evaluated for 5 to 25 users, and
the number of users is fixed to 20 for the outage. When
assuming uniform user distribution, Fig. 8 shows that the
FTD algorithm achieves a lower throughput than PFS, while
ATD algorithm has a slightly higher throughput up to 20
users. There is a gap between the goodput of ATD algorithm
compared with the one of RS–Max Optimized algorithm, which
can be explained by the fact that RS–Max Optimized algorithm
only optimizes the throughput without consideration of PF.
The system outage performance of the proposed algorithms is
much lower compared to PFS and closely follows the outage
lower bound given by Optimized Outage, except for R = 200
[kbps] as shown in Fig. 9. Also, the outage probability of the
RS–Max Optimized algorithm is unacceptably high.

However, the curve tendency changes when users are dis-
tributed towards the cell edge. Fig. 10 shows that both FTD
and ATD algorithms drastically improve the cell goodput
compared to PFS algorithm. The outage performance for FTD
and ATD algorithms become also lower than PFS for all values
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Fig. 10. Cell goodput in [b/s/Hz] for proposed and reference algorithms,
with user distribution towards the cell edge, case of single relay
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Fig. 11. Outage Probability for proposed and reference algorithms, with user
distribution towards the cell edge, case of single relay

of R in Fig. 11. Compared to the uniform distribution, the
performance of the PFS algorithm becomes very poor for
both measures. Note that since Optimized Outage is infeasible,
the gap of the proposed algorithms with a practical optimal
algorithm would be even smaller. Hence, our algorithms can
increase the coverage by increasing the number of users
satisfying their rate requirement R. The figures show that the
utility of the relays is even higher when users are located
towards the cell edge than when uniformly distributed. Another
interesting point is that, when comparing the performance
metrics obtained by uniform distribution and edge distribution,
the performance in the latter case drops, for all algorithms
including the upper and lower bounds. This is because the
direct link quality of all users is lower in average since they are
farther from the BS. Thus, the overall throughput and outage
deteriorate since less users are attached to the BS with high
link quality and more users need to be supported by the RS.

From the figures, it can be observed that with uniform
distribution, by adapting the time division of TBS and TRS

depending on the queue status at the BS and RS, ATD
algorithm significantly improves the throughput while keeping
the same outage behavior as the fixed allocation of FTD
algorithm. This improvement comes at the price of a higher
computational complexity, but which is still much reduced

compared to a full search over all the possible time divisions,
as discussed in section III-B. On the other hand, ATD and
FTD achieve a similar goodput when users are distributed
towards cell edge. This is due to the higher utilization of
the RS–Subframe with the increased number of relayed users,
thereby improving the overall throughput even with a fixed
frame. Thus, FTD is well suited for practical use as it achieves
a good throughput/outage performance and outperforms PFS
with lower complexity and required amount of information.

Next, the effectiveness of the relay requesting scheme is
evaluated and compared to the All Forward algorithm pre-
sented in section III-C, for uniform user distribution. Figs. 8
and 9 show that there is a tremendous gain in throughput
and in outage with the FTD algorithm, respectively. From
Fig. 8, it can be seen that as the number of users grows,
more and more users are relayed, so that less and less direct
users can be allocated in the BS–subframe, which contributes
to the overall downfall of the throughput. This confirms the
fact that the BS–subframe is over flooded by the relayed users
packets, so that most of the subchannels are allocated to the
BS–RS link in detriment of the direct users, resulting in this
poor performance. By letting the relay choose and request the
relayed users’ packets, the subchannel allocation between the
BS–RS link and the direct users is optimized, which enables
a huge performance gain.

D. Multiple RS Case

With the frequency reuse carried out in MRPA, some sub-
channels are used at the same time, so the opposite relays
transmitting in parallel interfere with each other. The effect
of this interference is taken into account in the simulations.
Namely, if user k attached to RS1 was scheduled on a
subchannel n, then the interference is equal to the signal power
of RS4 to user k, on subchannel n. For the sake of simplicity,
the interference is assumed to be an additive Gaussian noise,
in which case the SINR of user k on subchannel n denoted
SINRk,n can be written

SINRk,n =
SNRk,n

1 + SNRk,n × |hRS4
k,n |2

|hRS1
k,n |2

, (14)

where SNRk,n =
pk,n×|hRS1

k,n |2

σ2 is the SNR of user k on
subchannel n. While the subchannel allocation is made based
on the SNR values, the SINR values SINRk,n are used to
determine the BER values, and thus the achieved throughput.

Results for goodput and outage probability are plotted for
varying number of relays, I = 3, 6, 8, 10, 12, with K = 20
users. For the outage probability, the target rate is fixed to
100 kbps. In these evaluations, the amount of resource used
for the preambles and the user mapping information vary with
the number of relays. The impact of these control fields is
taken into account in the overall throughput. Simply, there is
one preamble per relay which occupies one OFDM symbol,
npre = 1. In case of frequency reuse by opposite relays,
their corresponding preambles also reuse the frequencies. The
DL mapping information consists of the ID of the allocated
user (or relay for the BS–RS link), for each subchannel.
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Fig. 12. Cell goodput in [b/s/Hz] for proposed and reference algorithms with
varying number of relays, uniform user distribution
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Fig. 13. Outage Probability for proposed and reference algorithms with
varying number of relays, uniform user distribution

Denoting nMAP the number of OFDM symbols used for the
DL mapping, the goodput is determined as

γ = τ × ndata

ndata + nOH + (NRS + 1) × (npre + nMAP )
,

(15)
where NRS is the number of non–overlapped, activated RS–
Subframes.

Figs. 12 and 13 show the system goodput and outage
performance for uniform user distribution, respectively. The
goodput and outage of PFS algorithm remain constant since
this algorithm is independent from the number of relays in
the cell. It is observed from Fig. 12 that RS–Max Full Buffer
algorithm achieves the best goodput when I = 8 relays. The
goodput decrease at I = 10, 12 relays is due to the higher
amount of signalling with the increased number of relays.

It is observed that for the proposed algorithms and Op-
timized Outage, the performance of both metrics do not
necessarily improve as the number of relays increase. For
Optimized Outage, the outage at I = 6 is already so low that
increasing the number of relays does not provide noticeable
improvement. MRPA achieves the best outage performance
for all number of relays and outperforms PFS, but its best
goodput occurs for I = 8, 10 relays. When the number of

relays is increased to I = 12, the time allocated to each RSj–
subframe is reduced, thereby decreasing the overall throughput
while the same outage level is kept. The worst performance of
MRPA occurs for I = 3, which can be explained by the fact
that there is no frequency reuse. The improvement in goodput
and outage for I ≥ 6 stresses the benefit of frequency reuse,
which gain is larger than the cost of the interference among
opposite relay pairs defined in (14). MRAA outperforms PFS
in terms of both goodput and outage, for all number of relays.
It can be observed from Fig. 12 that the goodput of MRAA
increases with the number of relays, even though the amount
of signalling increases as shown in (15), which indicates the
robustness of the proposed scheme to increasing signalling
overhead. At the same time, the outage probability of MRAA
increases as the number of relays grow for I ≥ 8, since this
algorithm is designed to allocate in each frame, the relays
which increase the overall throughput. As the number of relays
grow, the number of non–allocated relays increase, causing
the outage to rise. Still, the outage performance of MRAA at
I = 12 is considerably lower than the one of PFS. Besides,
note that Optimized Outage is an infeasible scheme so that the
difference with the actual optimal scheme is smaller.

When users are distributed towards the edge, the overall
performance of all the algorithms is again generally degraded,
as observed in Figs. 14 and 15. For all number of relays,
while the outage performance of PFS is largely degraded, the
outage of the proposed algorithms is only slightly lower than
with uniform user distribution, pointing out their robustness
regarding varying user distributions. Comparing the proposed
algorithms with PFS, the same conclusions can be made as
in the uniform user distribution case. The gain in goodput of
MRAA compared to PFS is even higher than with the uniform
distribution, and now MRPA also achieves higher a throughput
than PFS for I ≥ 6, while achieving the best outage for all I .

The simulations with different number of relays in the
cell showed the efficiency of the proposed algorithms, which
are robust to varying number of relays and to different user
distributions. The MRPA scheme achieves the best outage
performance, while MRAA offers significant goodput increase,
at the expense of a slightly higher but reasonable complexity.
Thus, MRAA achieves the best performance with an excellent
trade–off between goodput and outage, for different number of
users, relays, and is robust to different user distributions. Under
the considered assumptions, the optimal number of relays seem
to differ depending on the algorithm. MRPA achieves its best
performance for I = 8, for both user distributions. For MRAA,
I = 8 also achieves the best compromise between goodput
and outage, but I = 12 offers the best goodput level while
considerably reducing the outage probability compared to the
conventional algorithm. Interestingly, continuously increasing
the number of relays may not be the best solution even when
there are more users in the cell edge, since, for example,
the goodput of MRPA is affected by the increasing amount
of signalling overhead as more and more relays are activated
and less resource is allocated to each RSj–subframe. As the
number of relays increase, the goodput of MRAA improves at
the expense of the outage since more relays that decrease the
overall throughput are removed.
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Fig. 14. Cell goodput in [b/s/Hz] for proposed and reference algorithms with
varying number of relays, users distributed towards cell edge
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Fig. 15. Outage Probability for proposed and reference algorithms with
varying number of relays, users distributed towards cell edge

In addition, the algorithms are evaluated in terms of latency,
which is a critical performance measure for real–time services.
When using relaying, it becomes extremely challenging to
minimize latency, due to the increased number of time frames
required to convey the packets to the destination. Here, latency
is defined as the actual service time during which a user
has to wait before receiving an entire packet composed of
1000 bits. Table I shows the mean and maximum latency
values in number of frames for RS = 8 for each algorithm.
Note that mean and max latencies may not provide the
whole information about the latency performance, but they
are still important measures of the algorithm performance.
As expected, the mean latencies of the proposed algorithms
are higher than for PFS for both user distributions. When
users are distributed towards the cell edge, the latency of PFS
worsens while the mean latencies of MRPA and MRAA are
not affected as much. Thus, those latency values become very
similar. While the maximum latency of MRAA is higher than
for PFS with uniform distribution, the maximum latencies of
both proposed algorithms become lower than for PFS when
users are distributed towards edge. This further confirms the
benefit of the proposed algorithms, which provide an excellent
trade–off between goodput, outage and latency.

TABLE I
MEAN AND MAXIMUM LATENCY VALUES IN NUMBER OF FRAMES

Mean latency values in number of frames
PFS MRAA RS–Max Full MRPA Out Opt

Uniform 3.0 3.3 6.5 4.0 1.7
Edge 3.6 3.7 7.8 4.2 1.8

Maximum latency values in number of frames
PFS MRAA RS–Max Full MRPA Out Opt

Uniform 3017 4500 6011 2049 503
Edge 5019 4500 10016 4500 502

E. Multi–Cell Environment

Until now, we have only considered allocation within a
single–cell, without inter–cell interference. Here, we give an
idea about the performance of our algorithms by assuming
a multi–cell environment. As solving the whole allocation
problem in the presence of interference is very complex, we
only assume a simplified interference model as follows. The
6 adjacent cells surrounding the center cell with I relays each
are defined as the interfering cells. In each time frame, one
relay is chosen randomly in each adjacent cell for I = 3,
and one pair of opposite relays for I > 3. For the sake
of simplicity, we assume that the frame is equally divided
among the BS–subframe and RS–subframe in each adjacent
cell. In the RS–subframe, the randomly chosen relay pair
transmits simultaneously for I > 3. Thus, the direct users in
the center cell are submitted to a constant interference from
the 6 surrounding BS, and the relayed users are interfered
by the randomly selected relays in each adjacent cell. This
can be viewed as a worst case scenario since the adjacent BS
and relays are constantly interfering over all subchannels with
the direct/relayed users in the center cell, whereas in reality,
the interference pattern is intermittent. Figs. 16 and 17 show
the goodput and outage probability performance when users
are distributed towards cell edge, respectively. Comparing
these curves to Figs. 14 and 15 without interference, we can
notice that the performance degradation is very low for all the
algorithms. Even in this case, our algorithms with multiple
relays outperform the PFS algorithm without relays, in terms
of outage and throughput. Although a deeper investigation is
required for the multi–cell case, these initial results confirm
the potential of our proposed algorithms.

VIII. CONCLUSION

In this work, we have investigated the problem of resource
allocation for a relay–aided cellular system based on OFDMA.
Algorithms for resource allocation have been proposed, for
single RS and multiple RS cases. The main specificity of
these algorithms is that the RS makes its own initial allocation
to minimize the outage, and thereafter the BS optimizes the
final allocation in order to improve the overall throughput.
This allows a tremendous decrease of the required signalling.
In the single RS case, two algorithms have been designed:
one operating with low complexity by keeping a fixed time
division and the second, with a higher complexity as the time
is adapted. In the multiple RS case, we proposed the concept of
RS activation, where the frame structure is adapted depending
on the active RS. For different number of relays in the
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Fig. 16. Cell goodput in [b/s/Hz] in multi–cell environment, users distributed
towards cell edge
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Fig. 17. Outage Probability in multi–cell environment, users distributed
towards cell edge

cell, the simulation results show that the proposed algorithms
achieve a good trade–off between outage, throughput and
latency compared to reference algorithms, while minimizing
the computational complexity and required amount of CSI.
Depending on the number of relays, the advantages of each
algorithm were discussed. Algorithms providing a trade–off
between competing performance measures such as throughput
and outage are very useful. Moreover, their low level of
complexity makes them even practical. Finally, our algorithms
provided excellent performance results even in the presence of
inter–cell interference. As a future work, these algorithms may
be adapted for multi–hop (>2) relaying systems.
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